
                                                                                                               Asian J.  Adv. Basic Sci.: 2019, 7(1), 13-17 
                                                                                   ISSN (Print): 2454 – 7492 

                                                                                     ISSN (Online): 2347 – 4114   
                                                                www.ajabs.org                                                          

13 
 

INTRODUCTION:  

Face Recognition & Applications of Biometric Sys-
tems: The applications of bioscience are divided into 
the subsequent three main teams. 

• Commercial applications like electronic network 
login, electronic information security, e-commerce, 
Internet access, ATM, MasterCard, physical access 
management, cellular phone, PDA, medical 
records management, and distance learning. 

• Government applications like national ID card, 
punitory facility, driver’s license, Social Security, 
welfare-disbursement, border management, and 
passport management. 

• Forensic applications like cadaver identification, 
criminal investigation, terrorist identification, 
adulthood determination, and missing youngsters. 

Traditionally, business applications have used know-
ledge-based systems (e.g., PINs and passwords), gov-
ernment applications have used token-based systems 
(e.g., ID cards and badges), and rhetorical applications 
have relied on human experts to match biometric op-
tions. Biometric systems are being more and more 
deployed in large-scale civilian applications. The 
Schiphol Privium theme at the Amsterdam airport, for 
instance, employs iris scan cards to hurry up the pass-

port and visa management procedures [1]. Passengers 
registered in this theme insert their card at the gate 
and appearance into a camera; the camera acquires the 
image of the traveler’s eye and processes it to find the 
iris and calculate the Iris code [2]; the computed Iris 
code is compared with the info residing in the card to 
finish user verification. An analogous theme is addi-
tionally being used to verify the identity of Schiphol 
flying field staff working in high-security areas. Thus, 
biometric systems are used to enhance user conveni-
ence whereas rising security. 

Face recognition system which is a very popular now 
days, has very useful applications such as forensic, 
person identification, bank card identification [3], 
access control [4] and surveillance [5 6]. A face rec-
ognition system process is shown in figure 1.1. Face 
images are acquired by the camera, followed by fea-
tures are extracted and stored in the database as the 
biometric template. For the recognition any user the 
similar process is repeated up to the features extrac-
tion then extracted features are matched with the 
stored features and decision is made as accept or re-
ject. 

Face recognition has many challenges due to illumina-
tion variations, large dimensionality, uncontrolled 
environments, aging and pose variations. In the recent 
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years, Face recognition get remarkable improvement 
and accuracy to overcome these challenges, but 
matching in the heterogamous environment such as 
near infrared and visible spectrum is very challenging 

task. Matching of face images capture in near infrared 
spectrum (NIR) to face images of the visible spectrum 
(VIS) is a very challenging task. 

 
Figure 1: Face recognition workflow. 

LITERATURE REVIEW: Face matching in the 
heterogeous spectrum is very challleging task Cross-
spectral matching VIS-NIR image is more challenging 
task in the different modalities. Researcher have 
proposed many solutions or algorithm to match the 
visible and NIR images.    Recent research is 
categorized in three aspects such as face synthesis 
analysis, sub space methods, and local feature-based 
approaches. 

Traditional research work on heterogeneous face rec-
ognition mainly specialized in 3 ways to alleviate the 
cross modal gap [4]: coming up with invariant fea-
tures for various modalities, reworking one face mod-
ality to the opposite, and protruding each image mod-
alities onto a standard subspace. Modal-invariant fea-
tures SIFT or LBP are extracted in [5, 6]. Synthesis 
primarily based approaches are utilized within the 
research of [7, 8]. Tang et al. [8] propose an Eigen 
transformation method whereas Liu et al. [7] recon-
struct image patches based LLE. Approaches of [9] 
and [10] project cross-domain pictures to a standard 
mathematical space by using LDA and TCA (transfer 
element analysis), severally.  

Recently, Felix et al. [11] propose joint-Dictionary 
primarily based approach to reconstruct face pictures 
on the premise of pictures in the alternative domain 
that achieves the best verification rate (85.80%) on the 
CASIA NIR-VIS a pair of.0 Face Database [12] up to 

now. With the event of deep learning technique, sev-
eral vision Related issues enter into a replacement era. 
Some tries have been created with relation to hetero-
geneous face recognition. J. Ngiam et al. [13] propose 
a bimodal Deep AE method supported denoising anto 
encoder. To exert the potential effects of all layers, 
Srivastava et al. [14] counsel a multi-modal DBM 
approach. The progressive rank-1 accuracy (86.16%) 
is achieved by, that resorts to RBM combined with 
removed PCA options. though these unsupervised 
approaches typically perform well on small-scale 
NIR-VIS datasets, the matching accuracy of NIR-VIS 
is still way below than those of the VIS face recogni-
tion strategies.  

Similarity based representation of different domain to 
common subspace where NIR images and VIS image 
have similar representation in subspace [19]proposed 
a common discriminate  feature extraction (CDFE) in 
which intra- modality and intermodality local smooth-
ing is done. Jun-Yong et al. [20] proposed transduc-
tive heterogeneous face matching (THFM) which 
learns the VIS-NIR matching from the VIS-NIR im-
age. It also proposed feature representation based on 
Log-DoG filtering, local encoding, and uniform fea-
ture normalization. Yi et al. introduced 
canonicalcorrelation analysis (CCA) to find out the 
correlation between NIR and VIS faces from NIR-VIS 
face pairs [21]. Recently, Lei and Li [22] suggested 
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determination the matter via coupled spectral regres-
sion (CSR). In their model, an occasional dimensional 
illustrationfor each face was initial computed victimi-
zation discriminative graph embedding methodology 
and so two associated projections were learned sever-
ally to project heterogeneous information into the 
discriminative common topological space for final 
classification. Our work conjointly mines a topologi-
cal space, however our objective is for modeling do-
main adaptation for VIS-NIR matching in a very 
transductive way, whereas these connected works area 
unit non-transductive. Invariant features extraction 
can be in global based and local feature based. The 
objective of these methods to extract features which 
are invariant to lighting conditions.  

Tan and Triggs et al. [23] reduce the difference be-
tween NIR and VIS  images by preprocessing based 
on Gamma correction, Difference-of-Gaussian (DoG) 
filtering, klare et al. [24] combine the histogram gra-
dients (HOG) features with LBP to describe the face 
images. Light Source Invariant Features (LSIFs) is 
proposed to reduce the gap between VIS and NIR face 
image [25].Goswami et al. introduced an efficient 
preprocessing chain to cut back the difference be-
tween VIS and NIR facial pictures supported Gamma 
correction, Difference-of-Gaussian (DoG) filtering 
and distinction deed [26]. Liao et al. advised encryp-
tion both VIS and NIR face pictures victimization 
Multi-block LBP (MBLBP) followed by DoG filtering 
[27]. LightAdaBoost and R-LDA were conducted for 
more feature choice. Following this work, Binary 
Laplacian of Gaussian (LoG) was also investigated in 
[28]. Recently, Liu et al. projected light-weight Source 
Invariant options (LSIFs) to fill the gap between VIS 
and NIR face pictures [29]. During this work, multi-
scale DoG is first performed to come up with over-
complete face illustration, and then three native de-
scriptors specifically HOG, GLOH and SIFT area unit 
applied to construct the candidate feature pool, and 
finally light AdaBoost is employed to pick the sim-
plest options. However, AdaBoost is time overwhelm-
ing and desires plentiful samples for getting sturdy 
performance, and it limits its use in our case. or else, 
so as to help the training model in this work, we have 
a tendency to area unit a lot of willing to take advan-
tage of the domain invariant feature during a lot of 
economic approach victimization learning procedure 
like [16]. 
A lot of significantly, existing feature descriptors area 
unit designed by trial and error and lacking of theoret-
ical support. In this work, we have a tendency to ex-
plore the basis of the principle of some popular exist-
ing descriptors for VIS-NIR matching and more intro-
duce our projected descriptor besides illumination 
invariant property analysis. Yi et al. [30] used canoni-

cal correlation analysis primarily based learning in 
linear discriminate analysis (LDA) topological space 
for matching. Random subspaces primarily based 
ensemble of classifier is used alongside nearest neigh-
bor (NN) and distributed illustration primarily based 
matching. Similarly, Maeng et al. [31] used HOG 
options for cross-spectrum and cross-distance face 
matching. Most of those algorithms are evaluated on 
tiny scale datasets, like heterogeneous face biometrics 
(HFB) dataset [32] and CARL [33] that comprises 
limited range of subjects and/or vague experimental 
protocols. Therefore, claims concerning generalize 
ability of performance may not be created with confi-
dence and benchmarking will be difficult. Noise re-
moval is one of the very important aspect in the field 
of image processing. An image gets distorted with 
types of noise during the process of transmission and 
reception. Noise may be classified as substitutive 
noise speckle noise and additive white Gaussian noise  
[34] large dimensionality, uncontrolled environments, 
aging and pose variations. Image is not a new tech-
nique while it was used from long year ago for the 
purpose of copyright protection and authentication. 
This technique also makes an attempt to determine the 
problems associated with the management of property 
of media  local feature based [35]. Due to the Image 
widespread use of internet connections leads to the 
vibrant accessing of digital content. The computer 
networks are more susceptible to penetration and thus 
steal or transform digital data [36]. This image Face 
Recognition is-based approach can be called “active” 
since it embeds a unique Cross Spectral Face  the 
encrypted flows by slightly adjusting the timing of 
selected packets and it does not make any limiting 
assumptions about the distribution or random process 
of the original inter-packet timing of the packet flow 
[37]. 

PROBLEM DEFINITION: Face recognition has 
many challenges due to illumination variations, large 
dimensionality, uncontrolled environments, pose vari-
ations and aging. In the recent years, Face recognition 
get remarkable improvement and accuracy to over-
come these challenges, but illumination change is still 
changing. Li et al. [7] proposed an NIR imaging sys-
tem that gives satisfactory results for face recognition 
in illumination variance conditions but it does not give 
good results when matching NIR image to visible 
images. Unfortunately, all face images in the database 
are store in the visible spectrum.  

 
CONCLUSION: There are several challenges in the 
cross spectral face recognition model as follows: 

 Visible and near infrared spectrum has deferent 
wavelength, visible spectrum has wavelength in 
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between .4μm to .7μm and NIR spectrum has 
wavelength from.7μm to 1.4μm. 

 Human face Images of same person in NIR spec-
trum and Visible spectrum are look very diffe-
rently so even is very difficult task for human to 
recognize these images. 

 Illumination changes and differences in facial 
expressions. 

 Some practical challenges due to the oriental and 
misalignment of the face in the different images. 

  Illumination variances, facial expressions, sur-
rounding environment and lighting condition also 
effect the matching. 
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